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Why DPG matters?

208/11/2025 Jian Liu

DPG: Data Preparation Group

Useful link (the ALICE DPG TWiki): 
https://twiki.cern.ch/twiki/bin/viewauth/ALICE/AliceDPG

https://alice-offline.web.cern.ch/Activities/alice-data-preparation-group
https://twiki.cern.ch/twiki/bin/viewauth/ALICE/AliceDPG


Main activities  
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• f

https://indico.cern.ch/category/8451/https://indico.cern.ch/category/8532/

https://alimonitor.cern.ch/ 

https://indico.cern.ch/category/8451/
https://indico.cern.ch/category/8532/
https://alimonitor.cern.ch/


Where do we stand?  
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Online/Offline (O2)
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Targeting to record large minimum-bias sample
• All collisions stored for main detectors with continuous readout in 

combination with triggered detectors 
• Extreme online data compression (~3.4 TB/s → ~0.1 TB/s) → GPUs 

to speed up online (and offline) processing

• First level processors (FLP)
• Readout of detectors (3 TB/s) and raw data processing
• 200 nodes in total 

• Event processing nodes (EPN)
• Synchronous/asynchronous event reconstruction
• 280 nodes each with 8 GPUs (extended to 350 nodes) 

 



Heart beat and time frame
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• HB allows synchronization and TF 
sampling from detectors with continuous 
and triggered readouts

• Synchronized with LHC clock
• HBF is the smallest chunk of data which is 

inspected by CTP and can be dropped if 
the quality is bad 

NB: In current ALICE configuration TF is set to 2ms. 

LHC revolution frequency is ≈ 11 245 Hz

Each proton bunch completes one full turn 
around the ring every 1/11245 ≈ 89.4 µs, 
know as an orbit.

The ring is divided into 3 564 RF buckets

One bunching crossing (BC) is Torbit/3564 = 24.95 ns



Challenges for pp data in Run 3
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•  Very large data sample collected in pp collisions
• ~9 PB of data taken every week

• Data are stored in the so-called CTF (Compressed 
Time Frame) files

• Organized in 10 minutes long folders in alien
• Disk buffer at P2 is ~135 PB
• Considering ~21 weeks of pp data taking → ~190 PB 

from pp data taking
• This alone exceeds the O2 buffer space, not including 

the fact that on the buffer we need to keep some old 
data
• detector data
• Pb-Pb from previous year
• other data

• Solution: reduce the size of the CTFs by applying an offline 
trigger selection (OTS); CTFs are then re-written in the so 
called “skimmed CTFs”



Asynchronous data processing for pp  
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No trigger selection and CTF 
skimming for Pb-Pb data

AO2D: Analysis Object Data with O2



pp data processing: C/APass  
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1. Calibration Pass (CPass): first reconstruction of the data, triggered 
automatically, runs on 10% of the CTFs, selected in a controlled-
random way

2. Manual calibration to fix online calibrations, improve others, and QC 
to collect feedback from data quality
• First assessment happens already in Online; async 

reconstruction allows to validate and possibly reject some data 
3. APass1 (Asynchronous Pass): first full reconstruction of the data, 

triggered by completion of manual calibration and QC
4. After APass1, TPC PID calibration for analysis is extracted

• Neural Network approach 

NB: in case of major issues, a data pass may need to redo.



pp data processing: offline trigger selection
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• Offline Trigger Selection (OTS): analysis on AO2Ds from APass1 to 
identify collisions interesting for analysis

1. Selected BCs are identified by different analyses
2. Total selectivity budget is of the order of 5e-4 and it is shared 

among the PWGs
• Goal: final CTF compression of the order of 4%



pp data processing: CTF skimming
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1. CTF skimming: following the decision of the OTS, CTFs are read 
again, and skimmed CTFs are written out selecting only the 
interesting BCs, with margin

1. Margin needed in order to keep the full event information for 
all detectors (e.g. in TPC we keep 4000BC, a drift time)

2. Extra margin of 1000BC added for safety
2. Original CTFs are then deleted (for good!)

1. A 5 per mille MinBias sample is kept
1. 2022: 1 pb-1 was kept (larger sample)
2. 2023: 0.5 pb-1 was kept

3. Further reconstruction passes can happen only on the skimmed 
CTFs (and the MinBias sample)

4. Since skimmed CTFs are only a few percent of the size of the 
original ones, further processing is fast

5. apass1_skimmed follows
1. e.g. 24al

1. apass1 output: 5 PB
2. apass1_skimmed: 230 TB → <5%



CTF skimming
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Pictorial view of the data stream of 4 barrel detectors

• The CTF reader has been modified to read, for each detectors, only the data related to the selected BC
• These data will contain pile-up for most detectors due to their ROF being larger than the average distance 

between two collisions



CTF skimming  
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Pictorial view of the data stream of 4 barrel detectors

When selecting an event, we do not define only a selected BC, but a window of selected BCs for two reasons
• The collision time resolution is finite, and we allow for a 4-sigma window around the measured collision time
• The found collision is associated at analysis level to the closest T0 signal, that might be few tens of BCs away



Data productions   
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https://alimonitor.cern.ch/production/raw.jsp 

https://alimonitor.cern.ch/production/raw.jsp


MC productions   
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• General-purpose MC productions: managed by the DPG (one per collision system and reco pass)
• PWG-specific productions: requested by PWGs and processed after approval of the Physics Board

• no PB approval needed if expected CPU time < 1 day at 10k cores

https://alimonitor.cern.ch/MC/ 

https://alimonitor.cern.ch/MC/


Two-tag mechanism in MC
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• Finished and consolidated the 2-tag software approach of O2DPG:
• 1 tag used for generation, GEANT and workflow logic (updated)

• Stable tags for simulation released ~every 4 weeks
• Naming scheme O2PDPSuite::MC-prod-2025-vXX
• Stable MC Software Releases can be found at: 

https://aliceo2group.github.io/simulation/docs/mc-software-releases/#mc-software-releases 
• 1 tag used for reconstruction (fixed)

• 2-tag approach is converging and showing its benefits for software management, some bug fixes 
needed though

https://aliceo2group.github.io/simulation/docs/mc-software-releases/#mc-software-releases
https://aliceo2group.github.io/simulation/docs/mc-software-releases/#mc-software-releases
https://aliceo2group.github.io/simulation/docs/mc-software-releases/#mc-software-releases
https://aliceo2group.github.io/simulation/docs/mc-software-releases/#mc-software-releases
https://aliceo2group.github.io/simulation/docs/mc-software-releases/#mc-software-releases
https://aliceo2group.github.io/simulation/docs/mc-software-releases/#mc-software-releases
https://aliceo2group.github.io/simulation/docs/mc-software-releases/#mc-software-releases
https://aliceo2group.github.io/simulation/docs/mc-software-releases/#mc-software-releases
https://aliceo2group.github.io/simulation/docs/mc-software-releases/#mc-software-releases


Analysis objects and tools
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AOT – event selection  
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AOT – event selection challenges in Run 3  
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AOT – event plane  
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AOT- multiplicity/centrality 
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AOT - track propagation to the PV  
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AOT – track selector  
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AOT - track-to-collision associator  
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collision



AOT - PID in TPC and TOF
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Asynchronous QC  
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• First validation of asynchronous reconstruction processing
– Crucial for the assessment of the data quality and reconstruction performance
– Detector-level tasks integrated and running steadily

• Same software as used at P2, but configuration modified to fit the async reconstruction
– Including checks and new features 

• Possibility to run post-processing tasks including trending

• Mainly run-by-run checks, including comparison of reconstruction passes…
– Feedback should result in flagging the data

• …and data vs MC
– To validate MC settings, anchoring

• Weekly meetings on Tue at 3 pm (ZOOM meeting) and Friday 3 pm (minutes-only virtual meeting); daily 
meeting during Pb-Pb and light ion runs at 15:30
– PWGs are warmly invited to attend and also welcome to report at async-QC meeting with material 

aimed at defining the data quality 
– Differential studies (e.g. vs IR, vs eta…) more suited to AOT meetings on Thu morning at 9:30 am



Analysis QC 
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• After reconstruction, some basic analysis are run centrally in a children job
• They use the same sw as the reconstruction
• Very useful for QC
• Every PWG can add its own analysis and report at the aQC meeting (Tue 3 pm)

Analysis QC manual: 
https://github.com/AliceO2Group/O2DPG/tree/master/MC/analysis_testing 

https://github.com/AliceO2Group/O2DPG/tree/master/MC/analysis_testing


QC GUI (QCG)  

2808/11/2025 Jian Liu

Example layout: https://ali-qcg.cern.ch/?page=layoutShow&layoutId=67c062a100b1fb4fb47985a9&tab=ITS 

https://ali-qcg.cern.ch/?page=layoutShow&layoutId=67c062a100b1fb4fb47985a9&tab=ITS
https://ali-qcg.cern.ch/?page=layoutShow&layoutId=67c062a100b1fb4fb47985a9&tab=ITS
https://ali-qcg.cern.ch/?page=layoutShow&layoutId=67c062a100b1fb4fb47985a9&tab=ITS


QC from detectors 
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ITS η-ϕ distributions

FT0 resolutionMFT tracks vs η

Removing runs 
with large 
deviations

TPC DCAr



QC from AOT 
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Matching in phi

Matching over pt

DCAxy Tracks in phi



The Run Condition Table (RCT)
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● Database that contains the quality flags of each detector participating in the data taking

● There is one table for each data taking period and data processing pass (including online)

● The table contains a set of quality flags for each run and each detector

● The quality flags are time-dependent:

○ A single run can have one or multiple flags for each detector, to reflect possibly

changing conditions during the data taking

RCT in Bookkeeping: https://ali-
bookkeeping.cern.ch/?page=lhc-period-overview 

https://ali-bookkeeping.cern.ch/?page=lhc-period-overview
https://ali-bookkeeping.cern.ch/?page=lhc-period-overview
https://ali-bookkeeping.cern.ch/?page=lhc-period-overview
https://ali-bookkeeping.cern.ch/?page=lhc-period-overview
https://ali-bookkeeping.cern.ch/?page=lhc-period-overview
https://ali-bookkeeping.cern.ch/?page=lhc-period-overview
https://ali-bookkeeping.cern.ch/?page=lhc-period-overview


From QC to RCT flags
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● The time-dependent RCT flags are mainly

set from the analysis of the QC plots

● Other sources of information can be used

as well (ex. DCS)



From RCT flags to DataSets
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● The official DPG DataSets are based on the detector quality flags set in the RCT

● The DPG DataSets include:
○ CentralBarrelTracking (CBT): requiring FT0, ITS, TPC each with quality status Good or Limited Acceptance MC Reproducible

○ CBT_hadronPID: FT0, ITS, TPC, TOF each with quality status Good or Limited Acceptance MC Reproducible

○ CBT_electronPID: FT0, ITS, TPC TOF, TRD each with quality status Good or Limited Acceptance MC Reproducible

○ CBT_calo: FT0, ITS, TPC, EMC each with quality status Good or Limited Acceptance MC Reproducible

○ CBT_muon: FT0, ITS, MCH, MID with quality status Good or Limited Acceptance MC Reproducible, TPC  Good or Limited 

Acceptance MC Reproducible or BadPID

○ CBT_muon_global: FT0, ITS, MCH, MID, MFT with quality status Good or Limited Acceptance MC Reproducible, TPC  Good or 

Limited Acceptance MC Reproducible or BadPID 

● For official analyses, only the CBT* DataSets must be used wherever available!

● The DataSets provide a granularity of a full run, hence they do not exploit

the full potential of the information stored in the RCT

Runlists: https://twiki.cern.ch/twiki/bin/view/ALICE/AliDPGRunLists_3  
Runlists definitions: https://twiki.cern.ch/twiki/bin/view/ALICE/AliDPGRunListsDef_3  

https://ali-bookkeeping.cern.ch/?page=lhc-period-overview
https://twiki.cern.ch/twiki/bin/view/ALICE/AliDPGRunLists_3
https://twiki.cern.ch/twiki/bin/view/ALICE/AliDPGRunListsDef_3


From RCT flags to DataSets
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● The DataSets contain all runs for which at least part of the data is Good 

or "Limited Acceptance MC Reproducible" 

This run is included in all the CBT* DataSets



From RCT flags to DataSets
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This run is included in all the CBT* DataSets

● The DataSets contain all runs for which at least part of the data is Good 

or "Limited Acceptance MC Reproducible" 

This part must be skipped in the analysis…



From RCT flags to DataSets
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● The DataSets contain all runs for which at least part of the data is Good 

or "Limited Acceptance MC Reproducible" 

The "Limited Acceptance MC Reproducible" data are also included in the analysis, 

since the issues are expected to be reproduced in the MC 



From RCT to CCDB
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From RCT to CCDB
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ITS Good from … to …
 

ITS Bad Tracking from … to …

RCT CCDB Object

CCDB



From RCT to CCDB

39

ITS Good from … to …
 

ITS Bad Tracking from … to …

RCT CCDB Object

CCDB
CCDB objects for all 2023 and 2024 periods available 
since mid-March.
For 2022 the RCT is only partly filled at the moment.



From CCDB to Physics Analysis
● The RCT CCDB objects have been integrated in the EventSelection code of O2Physics

● New column added in bcsels (joinable with bcs) and evsels (joinable with collisions):
○ see Common/DataModel/EventSelection.h
○ DECLARE_SOA_BITMAP_COLUMN(Rct, rct, 32);    //! Bitmask of RCT flags

● For every bc and collision, rct column is filled with the 32-bit mask taken from CCDB map:
○ mapRCT = ccdb->getSpecific<std::map<uint64_t, uint32_t>>("Users/j/jian/RCT", ts, mdata);
○ mapRCT contains a map of timestamps and corresponding RCT masks

■ typically one entry per run if no detector quality changes
■ new entry for each change of rct state
■ provides fine-grained quality selection on top of Runlists

○ rct mask set to 0 if CCDB object not found (no FATAL)
○ Offcial CCDB path available: RCT/Flags/RunFlags
○ The initial test path, Users/j/jian/RCT,  will also be maintained for a while

40

https://github.com/AliceO2Group/O2Physics/blob/master/Common/DataModel/EventSelection.h


Full list of RCT selection flags
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● The list of flags is available in
Common/CCDB/RCTSelectionFlags.h

Typical use cases:

● Collisions selection:
○ Copy full mask (e.g. for filtering): uint32_t rct = collision.rct_raw();
○ Access single bits: bool isTOFBad = collision.rct_bit(kTOFBad);
○ Use helper function: see next slides

● BunchCrossing selection:
○ Copy full mask (e.g. for filtering): uint32_t rct = bc.rct_raw();
○ Access single bits: bool isTOFBad = bc.rct_bit(kTOFBad);



Helper code for RCT flags
● Helper code and classes to interpret the RCT quality bits and select collisions/BCs

○ Enum to provide definition of RCT bits as set in the dynamic tables
○ RCTFlagsChecker Helper class to check a given subset of bits in the RCT columns
○ See Common/CCDB/RCTSelectionFlags.h

● The checker class can be initialized in two ways:
1. With a pre-defined bits selection, identified with a label:

 RCTFlagsChecker(const std::string& label,

                bool checkZDC = false,

                bool treatLimitedAcceptanceAsBad = false)

For example:
 RCTFlagsChecker myChecker("CBT_hadronPID");
 

Six labels, corresponding to the official Runlists, are currently implemented.
 

Setting checkZDC to true includes also ZDC flags in the bits selection (for Pb-Pb).
 

Setting the last parameter to true allows to reject all events where the detectors
relevant for the specified Runlist are flagged as LimitedAcceptance

42



Helper code for RCT flags
● Helper code and classes to interpret the RCT quality bits and select collisions/BCs

○ Enum to provide definition of RCT bits as set in the dynamic tables
○ RCTFlagsChecker Helper class to check a given subset of bits in the RCT columns
○ See Common/CCDB/RCTSelectionFlags.h

● The checker class can be initialized in two ways:
2. With a custom list of bits, provided as a vector or an initializer list:

 RCTFlagsChecker(std::initializer_list<QualitySelectionFlags> bitsToCheck)

 RCTFlagsChecker(const std::vector<QualitySelectionFlags> bitsToCheck)

For example:
 RCTFlagsChecker myChecker{kFT0Bad, kMFTBad};
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Helper code for RCT flags
● Helper code and classes to interpret the RCT quality bits and select collisions/BCs

○ Enum to provide definition of RCT bits as set in the dynamic tables
○ RCTFlagsChecker Helper class to check a given subset of bits in the RCT columns
○ See Common/CCDB/RCTSelectionFlags.h

● Collisions can then be checked easily:
void process(soa::Join<o2::aod::Collisions, o2::aod::EvSels>::iterator const& collision)

{

 // perform the check on the current collision

 if (myChecker(collision)) {

  // process this collision

 }

}

44



Helper code for RCT flags
● Putting all things together:

45

RCTSelectionFlags.h is already included in EventSelection.h



Using CBT* Datasets in HL Trains
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Click here to add a new Dataset

Open your analysis on HyperLoop (https://alimonitor.cern.ch/hyperloop/user)

https://alimonitor.cern.ch/hyperloop/user


Using CBT* Datasets in HL Trains
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Click on "All datasets"



Using CBT* Datasets in HL Trains
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1. Use the search box to filter the 
available dataset names

2. Make sure the CBT* runlist you 
are interested in is listed here

3. Click on the Dataset name



Using CBT* Datasets in HL Trains
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1. Click on the tab corresponding to 
the dataset you are interested in

3. Click here to add the datasets
(all enabled ones will be added)

2. Make sure that there is at least one 
mergelist with a green tick mark 



Using CBT* Datasets in HL Trains
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Choose your analysis from the drop-down and click "Save"



Using CBT* Datasets in HL Trains

51

Once completed, you can access the merged outputs bly clicking on the train run ID

The jobs will generate several merged outputs, one for each of the enabled Datasets 



The Dataset name corresponding to a given 
merged output is visible on the left

Using CBT* Datasets in HL Trains

52

Click on the "Merged output" tab

Here is the link to the corresponding 
MonaLisa repository



Enjoy your analysis!!
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Backup
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